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SIGNAL-COMPARISON-BASED DISTRIBUTED ESTIMATION
UNDER DECAYING AVERAGE DATA RATE COMMUNICATIONS*

JIEMING KE, XIAODONG LU, YANLONG ZHAO$, AND JI-FENG ZHANGY

Abstract. The paper investigates the distributed estimation problem under low data rate com-
munications. Based on the signal-comparison (SC) consensus protocol under binary-valued commu-
nications, a new consensus+innovations type distributed estimation algorithm is proposed. Firstly,
the high-dimensional estimates are compressed into binary-valued messages by using a periodic com-
pressive strategy, dithering noises and a sign function. Next, based on the dithering noises and
expanding triggering thresholds, a new stochastic event-triggered mechanism is proposed to reduce
the communication frequency. Then, a modified SC consensus protocol is applied to fuse the neigh-
borhood information. Finally, a stochastic approximation estimation algorithm is used to process
innovations. The proposed SC-based algorithm has the advantages of high effectiveness and low
communication cost. For the effectiveness, the estimates of the SC-based algorithm converge to the
true value in the almost sure and mean square sense, and a polynomial almost sure convergence
rate is also obtained. For the communication cost, the local and global average data rates decay
to zero at a polynomial rate. The trade-off between the convergence rate and the communication
cost is established through event-triggered coefficients. A better convergence rate can be achieved by
decreasing event-triggered coefficients, while lower communication cost can be achieved by increasing
event-triggered coefficients. A simulation example is given to demonstrate the theoretical results.

Key words. distributed estimation, data rate, event-triggered mechanism, stochastic approxi-
mation

MSC codes. 68W15, 93B30, 68P30, 62120

1. Introduction. Distributed estimation is of great practical significance in
many practical fields, such as electric power grid [11] and cognitive radio systems
[24], and therefore has been being an attractive topic [7, 12, 23, 30]. In the distrib-
uted estimation problem, the subsystem of each sensor is not necessarily observable.
Therefore, communications between sensors are required to fuse the observations of
the distributed sensors, which brings communication cost problems. Firstly, due to
the bandwidth limitations in the real digital networks, high data rate communications
may cause network congestion. Secondly, the transmission energy cost is positively
correlated with the bit numbers of communication messages [16]. Therefore, it is
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important to propose a distributed estimation algorithm under low data rate commu-
nications.

There have been many works in quantization methods to reduce the communica-
tion cost for distributed algorithms [2, 3, 4, 13, 39, 40], many of which are based on
infinity level quantizers. For example, Aysal et al. adopt infinite level probabilistic
quantizers to construct a quantized consensus algorithm [2]. Furthermore, Carli et al.
[3, 4] propose an important technique based on infinite level logarithm quantizers to
give quantized coordination algorithms and a quantized average consensus algorithm.
Kar and Moura [13] appear to be the first to consider distributed estimation under
quantized communications. They improve the probabilistic quantizer-based consensus
algorithm in [2] by using the stochastic approximation method. Based on the tech-
nique, the estimates of corresponding consensus-innovations distributed estimation
algorithm converge to the true value. Besides, when there is only one observation
for each sensor, Zhu et al. [39, 40] propose running average distributed estimation
algorithms based on probabilistic quantizers.

Due to the data rate limitations in real digital networks, distributed algorithms
under finite data rate communications are developed. This is a challenging task
because information contained in the interactive messages is limited. To solve the
difficulty, Li et al. [17], Liu et al. [18], and Meng et al. [20] design zooming-in
methods for the consensus problems under finite data rate communications. The
methods are effective to deal with the quantization error. When communication noises
exist, Zhao et al. [38] and Wang et al. [32] propose an empirical measurement-based
consensus algorithm and a recursive projection consensus algorithm under binary-
valued communications, respectively.

Distributed estimation under finite data rate communications has also been ex-
tensively investigated [5, 15, 21, 22, 25, 35]. Xie and Li [35] design finite level dynam-
ical quantization method for distributed least mean square estimation under finite
data rate communications. Sayin and Kozat [25] propose a single bit diffusion al-
gorithm, which requires least data rate among existing works. Assuming that the
Euclidean norm of messages can be transmitted with high precision, Carpentiero et
al. [5] and Lao et al. [15] apply the quantizer in [1] and propose adapt-compress-then-
combine diffusion algorithm and quantized adapt-then-combine diffusion algorithm,
respectively. The estimates of these algorithms are all mean square bounded, but
the almost sure and mean square convergence is not achieved.  Additionally, the
offline distributed estimation problem under finite data rate can be modelled as a
distributed learning problem, which is solved by Michelusi et al. [21] and Nassif et
al. [22]. However, under finite data rate communications, how to design an online
distributed estimation algorithm with estimation errors converging to zero is still an
open problem.

Despite the remarkable progress in distributed estimation under finite data rate
communications [5, 15, 25, 35], we propose a novel distributed estimation with better
effectiveness and lower communication cost. For the effectiveness, the estimates of
the algorithm converge to the true value. For the communication cost, the average
data rates decay to zero.

Both of the two issues are challenging. For the effectiveness, the main difficulty
lies in the selection of consensus protocols to fuse the neighborhood information.
Note that consensus protocol is an important part for both the consensus+innovation
type distributed estimation algorithms and the diffusion type distributed estimation
algorithms. A proper selection of consensus protocols can solve many communication
problems in distributed estimation, including the communication cost problem. Under

This manuscript is for review purposes only.



SIGNAL-COMPARISON-BASED DISTRIBUTED ESTIMATION 3

finite data rate communications, there have been many consensus protocols [17, 18,
20, 32, 38|, but many of them have limitations when applied to distributed estimation.
For example, the consensus protocol in [38] requires the states to keep constant in most
of the times, which results in a relatively poor effectiveness. Besides, the consensus
protocols in [17, 18, 20, 32] are proved to achieve consensus only when all the states
are located in known compact sets. This limits their application in the distributed
estimation problem due to the randomness of measurements and the lack of a priori
information on the location of unknown parameter.

The limitations can be overcome by using the signal-comparison (SC) consensus
protocol that we [14] propose recently. Firstly, the convergence analysis of the SC
protocol does not require that all the states are located in known compact sets. Sec-
ondly, the SC protocol updates the states at every moment, and therefore achieves a
better convergence rate compared with [38]. Hence, the SC protocol is suitable to be
applied in the distributed estimation.

For the communication cost, if information is transmitted at every moment, the
minimum data rate is 1. Therefore, the communication frequency should be reduced
to achieve a average data rate that decay to zero. The event-triggered strategy is
an important method to reduce communication frequency, and is widely applied
in consensus control [27, 34], distributed Nash equilibrium [28] and impulsive syn-
chronization [33]. For the distributed estimation problem, He et al. [10] propose
an event-triggered algorithm where the communication rate can decay to zero at a
polynomial rate. However, the mechanism requires accurate transmission of local
estimates, making it difficult to extend to the quantized communication case. There-
fore, it is important to propose a new event-triggered mechanism for the distributed
estimation under quantized communications.

For the distributed estimation problem under quantized communications, we pro-
pose a new stochastic event-triggered mechanism, which consists of dithering noises
and expanding triggering thresholds. The mechanism is suitable for the quantized
communication case, because it regards whether the information is transmitted as
part of quantized information.

Based on the SC consensus protocol and the stochastic event-triggered mecha-
nism, we construct the SC-based distributed estimation algorithm. The main contri-
butions are summarized as follows.

1. For the effectiveness, the estimates of the SC-based algorithm converge to the
true value in the almost sure and mean square sense. A polynomial almost
sure convergence rate is obtained for the SC-based algorithm. Under finite
data rate communications, the SC-based distributed estimation algorithm is
the first to achieve convergence. Moreover, it is the first to characterize the
almost sure properties of a distributed estimation algorithm under finite data
rate communications.

2. For the communication cost, the average data rates of the SC-based algorithm
decay to zero almost surely. The upper bounds of local average data rates are
estimated, and both the local and global average data rates converge to zero
at a polynomial rate. The SC-based algorithm requires the least average data
rates among existing works for distributed estimation [13, 21, 22, 25, 35].

3. The trade-off between the convergence rate and the communication cost is
established via event-triggered coefficients. A better convergence rate can be
achieved by decreasing event-triggered coefficients, while a lower communi-
cation cost can be achieved by increasing event-triggered coefficients. The
operator of each sensor can decide its own preference on the trade-off by
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selecting the event-triggered coefficients of adjacent communication channels.
The remainder of the paper is organized as follows. Section 2 formulates the
problem. Section 3 introduces the SC consensus protocol and proposes the SC-based
distributed estimation algorithm. Section 4 analyzes the convergence properties of
the algorithm. Section 5 calculates the average data rates of the SC-based algorithm
to measure the communication cost. Section 6 discusses the trade-off between the
convergence rate and the communication cost for the algorithm. Section 7 gives a
simulation example to demonstrate the theoretical results. Section 8 concludes the
paper.

Notation. In the rest of the paper, N, R, R", and R™*™ are the sets of natural
numbers, real numbers, n-dimensional real vectors, and n x m-dimensional real ma-
trices, respectively. ||z|| is the Euclidean norm for vector x, and ||A|| is the induced
matrix norm for matrix A. Besides, ||z||; is the L; norm. I, is an n x n identity ma-
trix. 1, is the n-dimensional vector whose elements are all ones. diag{-} denotes the
block matrix formed in a diagonal manner of the corresponding numbers or matrices.
col{-} denotes the column vector stacked by the corresponding numbers or vectors. ®
denotes the Kronecker product. Given two series {a;} and {by}, ar, = O(b) means
that ap = by for a bounded ¢, and ar = o(by) means that ar = cxby for a i that
converges to 0.

2. Problem formulation. This section introduces the graph preliminaries and
formulates the distributed estimation problem under decaying average data rate com-
munications.

2.1. Graph preliminaries. In this paper, the communications between sensors
can be described by an undirected weighted graph G = (V, €, A). V ={1,...,N} is
the set of the sensors. & = {(i,5) : 4,j € V} is the edge set. (i,7) € & if and only
if the sensor ¢ and the sensor j can communicate with each other. A = (a;;)NxnN
represents the symmetric weighted adjacency matrix of the graph whose elements are
all non-negative. a;; > 0 if and only if (¢,j) € €. Besides, N; = {j : (i,7) € £} is
used to denote the sensor i’s the neighbor set. Define Laplacian matrix as L =D — A,
where D = diag (Zz‘e/\/l Wity e ZiGNN aiN). The graph G is said to be connected if
rank(£) = N — 1.

2.2. Problem statement. Consider a network G = (V, €, A) with N sensors.
The sensor i observes the unknown parameter § € R™ from the observation model

Vi = H; 10 4+ wi g,

where £k is the time index, H; , € R™*" is the measurement matrix, w; ;, € R™ is the
observation noise, and y; r € R™* is the observation. Define o-algebra 7' = o({w; :
ieV, 1<t<k}).

The assumptions of the observation model are given as below.

Assumption 2.1. There exists H > 0 such that ||H, | < H for all k¥ > 1 and

i=1,...,N. There exists a positive integer p and a positive real number § such that
1 k+p—1 N
(2.1) =N > HL\Hi > 61, k> 1.
D : ,
t=k i=1

Remark 2.2. The condition (2.1) is the cooperative persistent excitation condi-
tion, and is common in existing literature for distributed estimation. For example,
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SIGNAL-COMPARISON-BASED DISTRIBUTED ESTIMATION 5

[12, 23] assumes that H; j, is constant for all k and 4 Zf\il H X, Hy i is invertible,
where ¥, is the nonsingular covariance of w; ;. This condition is a special case for
Assumption 2.1.

Assumption 2.3. {w;, F} is a martingale difference sequence such that

(2.2) sup NIE [lIwiell”|Fey] < oo, as.

i€V, k

for some p > 2.

Remark 2.4. w; ) and wj, is allowed to be correlated for 7 # j, which makes our
model applicable to more practical scenarios, such as the distributed target localiza-
tion [13].

Assumption 2.5. The communication graph G is connected.

The goal of this paper is to cooperatively estimate the unknown parameter 6.
Cooperative estimation requires information exchange between sensors, which brings
communication cost. We use the average data rates to describe the communication
cost of the distributed estimation.

DEFINITION 2.6. Given time interval [1, k] NN, the local average data rate for the
communication channel where the sensor i sends messages to the neighbor j

Y Gist)
(2.3) B;;(k) = %,
where (;;(t) is the bit number of the message that the sensor i sends to the sensor j

at time t. The global average data rate of communication is

_ Z(i,j)es Zf:l Cij (t)

B(k) 2k M ’

where M is the edge number of the communication graph.
— Z(i,j)es Bi; (k)
2M :
Remark 2.8. The average data rates are used to describe the communication cost
because they can represent the consumption of bandwidth, and are also related to
transmission energy cost [16].

Remark 2.7. From Definition 2.6, one can get B(k)

There have been distributed estimation algorithms with B(k) < oo. For example,
B(k) of the distributed least mean square algorithm with 2K + 1 level dynamical
quantizer in [35] is n[log, (2K + 1)], where [-] is the minimum integer that is no
smaller than the given number. B(k) of the single-bit diffusion algorithm in [25] is 1.
For effectiveness, these algorithms are shown to be mean square stable [25, 35].

Here, we propose a new distributed estimation algorithm with better effectiveness
and lower communication cost. For the effectiveness, the estimation errors converge to
zero at a polynomial rate. For the communication cost, B;;(k) for all communication
channels (7,7) € £ and B(k) also converge to zero.

3. Algorithm construction. The section constructs the distributed estimation
algorithm under the consensus+innovations framework [13], where a consensus pro-
tocol is necessary to fuse the messages transmitted in the network. Therefore, the
SC consensus algorithm [14] is firstly introduced as the foundation of our distributed
estimation algorithm.
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6 J. M. KE, X. D. LU, Y. L. ZHAO, AND J. F. ZHANG

3.1. The SC consensus protocol [14]. In [14], we consider the first order
multi-agent system

(3.1) Xik = Xi k-1t Wik, Vi=1,...,N,

where x; € R is the agent i’s state, and u; ;, € R is the input to be designed. The
SC consensus protocol for the system (3.1) is given as in Algorithm 3.1.

Algorithm 3.1 The SC consensus protocol

Input: initial state sequence {z; 0}, threshold C, step-size sequence {ay}.
Output: state sequence {x;}.
for k=1,2,...,do

Encoding: The agent ¢ generates the binary-valued message as

, i xp+dir <G
Sik = .
0, otherwise,

where d; ;, is the noise.
Consensus: The agent i receives the binary-valued messages s; , for all j € N,
and updates its states by

(3.2) Xk = Xik—1 T Qg Z aij (Sik—1 — Sjk—1) -
JEN;

end for

The effectiveness of Algorithm 3.1 is analyzed in [14]. One of the main results is
shown below.

THEOREM 3.1 (Theorem 1 of [14]). Assume that the communication graph is
connected, > o, = 00, Y po, a2 < oo, and the noise sequence {d;} is indepen-
dent and identically distributed (i.i.d.) with a strictly increasing distribution function
F(-). Then, for Algorithm 3.1, we have limy_,oc %; 1, = % Z;\;l xj0 almost surely.

Remark 3.2. Theorem 3.1 shows that Algorithm 3.1 can achieve the almost sure
consensus. Therefore, Algorithm 3.1 can be used to solve the information transmission
problem of distributed identification under binary-valued communications.

Remark 3.3. The design idea of Algorithm 3.1 is based on the comparison of the
binary-valued messages s; ) and s; . If s;x —s;jr =1, then s;, = 1 and s;;, = 0.
From the distributions of s, and s; j, one can get that x; , is more likely to be less
than x; ;. Therefore, in Algorithm 3.1, x;  increases, and x; ; decreases. Conversely,
if s;,1 — 55,1 = —1, then x; ;, decreases, and x;; increases.

Remark 3.4. The noise d; j with strictly increasing distribution function is nec-
essary for Algorithm 3.1. Without such a noise, the states x; ; will keep constant if
all the states are greater (or smaller) than the threshold C, and hence, the consensus
may not be achieved. With the noise d; j, E [s; k|x;,%] is strictly decreasing with x; .
Therefore, when x; 1, # x;, the stochastic properties of s;; and s;j are different
even if x; ;, and x; 5, are all greater (or smaller) than the threshold C. The consensus
can be thereby achieved.

This manuscript is for review purposes only.
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3.2. The SC-based distributed estimation algorithm. The subsection pro-
pose the SC-based distributed estimation algorithm in Algorithm 3.2.

Algorithm 3.2 The SC-based distributed estimation algorithm.

Input: initial estimate sequence {; o}, event-triggered coefficient sequence {v;;}
with v;; = vj; > 0, noise coefficient sequence {b;;} with b;; = b;; > 0, step-size
sequences {o; } with oy, = i > 0 and {B; 1} with §; , > 0.

Output: estimate sequence {6; 4 }.

for k=1,2,...,do

Compressing: If k = ng+ [ for some ¢ € Nand [ € {1,...,n}, then the sensor
1 generates ¢y, as the n-dimensional vector whose [-th element is 1 and the others
are (0. The sensor ¢ uses ; to compress the previous local estimate éi,kq into the
scalar x; , = @;éi,k_l.

Encoding: The sensor ¢ generates the dithering noise d; , with Laplacian dis-
tribution Lap(0,1). Then, the sensor i generates the binary-valued message for the
neighbor j

_ 1, if x; 5 + bsdi e > 0;
Wik = —1, otherwise.

Data Transmission: Set Cjj = v;;0;; Ink. If |x; ; + b;;d; | > Cij i, then the
sensor ¢ sends the 1 bit message s;; to the neighbor j. Otherwise, the sensor ¢
does not send any message to the neighbor j.

Data Receiving: If the sensor i receives 1 bit message s;;  from its neighbor
J, then set §;; 1 = s;;,,. Otherwise, set §5;, = 0.

Information fusion: Apply the modified Algorithm 3.1 to fuse the neighbor-
hood information.

(3.3) 0, =051+ ¢x Z aij kGij (856 — Gijr(%ik))
JEN;

where Ging(I) = F((I*Cij,k)/bij)*F((*‘T*Cij,k)/bij)a and F() is the distribution

function of Lap(0,1).
Estimate update: Use the observation y; j to update the local estimate.

(3.4) éi,k = éi,k + szHsz (Yi,k - Hi,kéi,k%) :

end for

In Algorithm 3.2, dithering noise d; j is used for the encoding step and the event-
triggered condition. The independence assumption for d; j is required.

Assumption 3.5. d;j and d;, are independent when k # ¢ or ¢ # j. And, d;
and w;, are independent for all 7,5 € V and k,t € N.

Following remarks are given for Algorithm 3.2.

Remark 3.6. The requirement that o;;, = i in Algorithm 3.2 is weak among
existing literature. In the distributed estimation algorithms in [12, 13, 19, 30], it
is required that a;jr = oy for all (¢,7),(¢,7) € €. He et al. [10] and Zhang
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8 J. M. KE, X. D. LU, Y. L. ZHAO, AND J. F. ZHANG

and Zhang [37] relax this condition, but still require that limy_, aa/]’/’“k =1 for all
(4,4),(i',7") € £, and hence the step-sizes «j converge to 0 with the same order.
For comparison, in Algorithm 3.2, a; = o/ is required only when ¢ = j” and
j = 4/, which is more easily implemented since it only requires the communication
between adjacent sensors ¢ and j, and the step-sizes «;;  in Algorithm 3.2 are allowed
to converge to 0 with different orders. Here, we give one of the techniques to achieve
Qijk = ik, which is a two-step protocol before running Algorithm 3.2. Firstly,
the operators of the sensors ¢ and j select positive numbers &;;.1, ¥;; and &;;.1, ¥;i,
respectively, and then transmit the selected numbers to each other. Secondly, set
Qijk = ik = T8, where ag;1 = % and ~;; = % By using this
technique, it requires only finite bits of communications to achieve ayjpr = ok if
M 1, M5, M1, MY are all integers for some positive m. Similar techniques
can be applied to achieve v;; = v;; and b;; = bj; in Algorithm 3.2.

Remark 3.7. A new stochastic event-triggered mechanism is applied to Algo-
rithm 3.2. The main idea is to use the dithering noises and the expanding triggering
thresholds. When v;; > 0, the threshold Cj;, goes to infinity. Hence, the probabil-
ity that |x; 5 + bijdi,k\ > () decays to zero, which implies that the communication
frequency is reduced.

Remark 3.8. The stochastic event-triggered mechanism used in Algorithm 3.2 is
significantly different from existing ones. When the information is not transmitted
at a certain moment, the traditional event-triggered mechanisms [10] use the recently
received message as an approximation of the untransmitted message. Note that in the
binary-valued communication case, 1 and —1 represent opposite information. Then, in
this case, approximation technique of [10] can only be used when the recently received
message is the same as the untransmitted message. This constraint makes it difficult
to reduce communication frequency to zero through event-triggered mechanisms. To
overcome the difficulty, a new approximation method is used in Algorithm 3.2. When
the information is not transmitted at a certain moment, our stochastic event-triggered
mechanism uses 0 as an approximation of the untransmitted information. The approx-
imation technique expands the binary-valued message s;; j to triple-valued message
§8;i,k- The message §;; 5, contains information on whether sj; 5 is transmitted or not.
Hence, the statistical properties of whether s;; ;. is transmitted can be better utilized.

Remark 3.9. In Algorithm 3.2, the dithering noise d, j, is artificial, and generated
under a given distribution function. The necessity of introducing d;j is similar to
that in Algorithm 3.1, which has been explained in Remark 3.4. For similar reasons,
dithering noises are often used to avoid the influence of quantization error [2, 9, 31].
Besides, in Algorithm 3.2, the dithering noise d; j is not necessarily Laplacian distrib-
uted. d;  can be any other types with continuous and strictly increasing distribution
F(-), including Gaussian noises and the heavy-tailed noises [19]. For the polynomial
decaying rate of B(k), the triggering threshold Cj; ; can be changed accordingly.

Remark 3.10. In (3.3), we use Gij,k(xi,k) to replace §;51 in order to reduce
the variances of the estimates, because E[8;; x| Fr—1] = Gijr(xix), where Fp =
o({wis,dip:i=1,...,N, 1 <t <k}

4. Convergence analysis. The convergence properties of Algorithm 3.2 is an-
alyzed in this section. The almost sure convergence and mean square convergence are
obtained in Subsection 4.1. Then, the almost sure convergence rate is calculated in
Subsection 4.2.

This manuscript is for review purposes only.



311
313

314
315

326

SIGNAL-COMPARISON-BASED DISTRIBUTED ESTIMATION 9

4.1. Convergence. This subsection focuses on the almost sure and mean square
convergence of Algorithm 3.2. The following theorem gives a new step-size condition,
where the step-sizes are allowed to converge to zero with different orders, and the
estimates of Algorithm 3.2 are proved to converge to the true value almost surely.

THEOREM 4.1. Suppose the step-size sequences {a;;r} and {B; x} satisfy
i) > ey a?j’k < 0o and ojp+1 = O (qujx) for all (3,5) € E;
W) Y e ﬂzk < oo and Big+1 =0 (Bix) for allVi € V;
i) Y g 2k = 00 for zj; = min O;CL’J’“ ,(3,5) € & Big,i € V}.
Then, under Assumptions 2.1, 2.3, 2.5, and 3.5, the estimate éLk in Algorithm 3.2
converges to the true value 8 almost surely.

Proof. By E[8; x| Fr—1] = Gji k(%)) one can get

(4.1) E [(éji,k — sz’,k(xj,k—l))z‘]:k—l}
=E [éfi,k|fk71] - G?j,k(xj,k)
=F((xjx — Cjik)/bji) + F((=xjk — Cyik) /bji) — G 1 (%5),

where the o-algebra Fj_; is defined in Remark 3.10. Besides by the Lagrange mean
value theorem [41], given (4, j) € &, there exists &;; 1, between x; , and x; 5 such that

Gjik (k) — Gijr(%ik) = Gigk(&ijk) (Xj e — Xik) s

and f(-) is the density function of Lap(0,1). Denote 8;; = 0, — 6. Then, it holds
that

where

~ ~ ~ 2
E 105412 Fie-1] =18:-1112 = 281 (HixBinr)

+ 200 0; 51 Z Qij kijGij k(&) (Xjk — Xik)
JEN;

+0 | Bk (Héi,k—1H2 + 1) + Z oy

JEN;
Denote x; , = gp{éi,k_l =X 5 — @Z& and Xi = X1k, ,xn.k| . Then, one can get
N ~
(4.2) Z 204 0i 51 Z @ik @ijGig ik (Eijk) (X e — Xik)

=1 JEN;

N
ZZQ?@,/C Z g k@i Gij e (&ijk) (X — Xig) = _25(;—LG,k}~(k7
i=1 JEN;

. G . . . . G .
where Lg i = (lij,k)NXN is a Laplacian matrix with 137, = ZjeM 05 1 0i9ij 5 (Eigke)
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and 1€

w
w
no

Gk = — i ki 9ij k(&ij k) for i # j. Therefore, we have

N N N
~ ~ ~ 2 ~ ~
333 (43) E lZ||eZ’k||2 fk1‘| :Z||9i,k,1||2 — 2251‘,]@ (Hi,ke@kfl) — 2X;LG,kxk
i=1 i=1 i=1

N
334 + 0 ZBZQJC (||éi,k—1||2 + 1) Z a

335 =1 (h.5)ee

336 Then, by Theorem 1.3.2 of [§], ZfilﬂélkHz converges to a finite value almost surely,
337 and

338 (4.4) Z <Z Bi.k ( i kel T— 1) +X£LG,kik> < 00, a.s.,
k=1

339 By the convergence of Zfilﬂélkﬂz, ik = gogézk is uniformly bounded almost
340 surely. Then, by Lemma A.1 in Appendix A, it holds that

(45 = inf  k"gik(&iik) >0, as.
o &7 (ij)ee ken isik(&ijk) a.s

342 Hence, one can get

343 (4.6 L > ML) (In —JIN),
(46) > (min, 25 ) gra(c) (1 — T
314 where Ay(L) is the second smallest eigenvalue of £, and Jy = 15 1n.
345 Denote
346 ék = COl{éLk, ey éN,k}, H; = diag{HIkHl,kv A ,HJ—\;JCHNJC},
347 Hgx = diag{B1,cH{ yHik, . .- BnpHy HN g}
348 Op = Hy + gha(L) Iy — Jn) ® orpn
349 Wi :COI{Bl,kHIkwl,kv"'7/8N,kH£7kWN,k}7
-
350 + || vk Z a1 ka0 — Gine(xie)) | 5ooes
JEN:
T
351 ok Y anjran;an;(8ink — Gink(xik)
JENN
352
353  Then, Wy is Fi-measurable, and
354 (4.7) ék = (INXn —Hgr —Loir® gompg) (:)k,1 + W,
N
355 E x| Fr1] = 0, B [|We|?[Feca] = O [ D B2+ Y of
356 =1 (i,5)€€E

357 By the almost sure uniform boundedness of O and (4.7), one can get

Ok — 61— W
55 (4.8) Pji= — L TR
59 Dzt Bik 2o jyee Yijik
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is Fr_1-measurable and almost surely uniformly bounded. By (4.6), it holds that

N
~ 2 - - ~ ~
(4.9) Zﬁi,k (Hi,kei,k—1> + X, LaaXp > 2,0} ©1O.
i=1
Besides by Lemma 5.4 of [36], there exists H > 0 almost surely such that
k k
(4.10) YNooe= Y HitghLp(Un—Jy)®L, >H
t=k—np+1 t=k—np+1

By (4.8), one can get

npr—+np npr—+np
~T ~ ~ T ~
(411) E Zt@pr+pq)t6npr+np — E zt@t (I)t@t
t=npr+1 t=npr+1

npr+np npr+np

~ T ~ ~T ~
S oa Y (@l @t@l—@l,l@t@l,l)

t=npr+1 I=t+1

npr—+np npr+np

>oa Yy (2wfq>tél,1 +wfq>twl)

t=npr+1 I=t+1

npr+np npr+np N npr+np

+O [ D a| D) D But D D i

t=npr+1 I=t+1 i=1 I=t+1 (ij)€€

npr+np npr+np N npr+np

+ Z 2z Z ZBi,lWlT@th-ﬁ- Z Z aij,lwqu)tPl , a.s.

t=npr+1 I=t+1 =1 I=t+1 (i,j)€€
By Y 52, af;, <ooand Y37, B2 < oo, we have

oo npr+np npr+np N npr+np

Z Z 2t Z Zﬂi,l+ Z Z ;i | < oc.

r=1t=npr+1 I=t+1 i=1 I=t+1 (i,5)€€
By Theorem 1.3.10 of [8], one can get

oo npr+np npr+np

Z Z Z 220 $,0;_1 < 00, as.,

r=1t=npr+1 [=t+1

oo npr+np npr+np

Z Z Z 2z Zﬂzlwl PP, + Z amwl P,P; | < o0, a.s.

r=1t=npr+1 I=t+1 (i,9)€€
By Theorem 1.3.9 of [8] with o = 1, we have

oo npr+np npr+np

Z Z Z B2 - IE||w E (W[ @, — E [w] @ | F_1]) < 00, as.

r=1t=npr+1 [=t+1

11

2
Besides, E [wf@twl]fl_l] =0 ((val Bii + Z(i,j)es aml) ) almost surely. Then,

oo mpr+np npr+np

Yoo > Y E[W eW|F ] <oo, as.

r=1t=npr+1 I=t+1
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Therefore by (4.4), (4.9)-(4.11), we have

NE

H ( min ) 1@t

npr+1<t<npr+np

r=1

) npr+np
< Z min 2z 0] E ®, |6
= (in+1<t<in+np t) npr+np t npr+np

r=1 t=npr+1

oo npr+np %)

=T ~ _ ~ T ~

<D 40,y ®Onprinp = > O] 210, + O(1)

r=1t=npr+1 k=1

<

M8

N ) . i
(Z Bik (Hi,kei,kﬂ) +XgLG,ka> +0(1) < oo, a.s.
i=1

E
Il

1

Then, by Lemma A.2 in Appendix A, there exist k; < kg < --- such that tlim [k, |I?
— 00

= 0 almost surely. Note that Zf\;lﬂélkHQ = ||©x]1? converges to a finite value. Then,
the value is 0, which proves the theorem. ]

Remark 4.2. The estimates of Algorithm 3.2 can converge to the true value be-
cause the algorithm is designed by using the idea of stochastic approximation [6]. In
AlgorithmA3.27 éji,k — Giz,k(xi,k) = Gij,k(xj,k) - Gij’k(XiJg) + éji,}c - Gij,k(xj,k) and
Vi,k —Hi7k6i7k_1 = — i,kei,k_l + Wi ks where ik _Gij,k(xj,k) and W; ) are martingale
difference with bounded variance, and

Giji(pn 0;) — Gijn(pp 0) =0, ¥(i,5) € E,k €N; Hip(6; —0)=0,Yi e V,keN

holds if and only if 6; = 6 for all i. Besides, under i) and ii) of Theorem 4.1, the step-
sizes converge to 0. These algorithm characteristics based on stochastic approximation
enable the estimates to converge to the true value [6].

Remark 4.3. If o 1 and f; i, are all polynomial, iii) of Theorem 4.1 is equivalent
to Yoo, S = oo for all (4,5) € € and > po Bik = oo for all ¢ € V. Under this

ki
case, the step-sizes can be designed in a distributed manner.
E o oay k k 1 .
Remark 4.4. Note that 237, 95 < 37/, af; . + 324 ;- Then, the condi-
tions i) and iii) imply v;; < % Especially, if ;1 is polynomial, then v;; < %

The following theorem proves the mean square convergence of Algorithm 3.2.

THEOREM 4.5. Under the condition of Theorem 4.1, the estimate éi,k in Algo-
rithm 3.2 converges to the true value 0 in the mean square sense.

Proof. Since we have proved the almost sure convergence of Algorithm 3.2, by
Theorem 2.6.4 of [26], it suffices to prove the uniform integrability of the algorithm.
Here, we continue to use the notations of Lg k, (:);C, Hg,k, and Wy in the proof of
Theorem 4.1.

Denote Ay, = Inxn —Hg i — Lok ® <pkg0kT. When £ is sufficiently large, ||Ax]| < 1.
Then, by (4.7),

(412) E|6x)2m (14 04]?)

< E <||(5),€_1||2 + 20, ArOu_1 + HWkHz) In (1 + |Ok_1]]? + 2w 8,041 + ||wk||2) .

This manuscript is for review purposes only.
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SIGNAL-COMPARISON-BASED DISTRIBUTED ESTIMATION 13
By b) of Lemma A.3 in Appendix A,

(413) B[O )21 (14 0412 + 2] 84Sy 1 + W)
166111
L+ [|Og?
<E[|Or-1)21n (1 + 164-1]12) + E|[x—1 |El[u]>.

<E[O41[21n (1+ |6x-1[?) +E (20 81651 + i)

By a), ¢) and d) of Lemma A.3 in Appendix A,
(4.14) E2w] 4,0,_; In (1 1G] + 20] 8Ot + Hwkuz)
<E2] 0Bt In (14 Op 12 + i 2) + E (ngAkék_lf
B2 81 In (14 [O4112) + 4|y |[2E][ 1 |
+ B2 AxOx-] (0 (1+ 16512 + [Well?) = (14 [04-12))
<E2([Wy ||| On -1l In (1 + [Wx[?) + 4E[| 1 | *EllWr |
<O (ENGxk-1l[EWxl|?) + 4E|Op 1| 2E v |
By a) and d) of Lemma A.3 in Appendix A,
(4.15) W20 (14 Ok 2 + 207 4Oy 1 + W12
<E[[#y)|2 (14 205112 + 2/ 2)
<E[[We21n (1 -+ 2016k-1]12) + Ellwgl[2 In (14 2{i )
<2E61— 1 |2E[[W |2 + O (Efug]" (74 )

where p is given in Assumption 2.3. Taken the expectation over (4.3), we have
E[©k||? is uniformly bounded. By Lyapunov inequality [26], one can get E|Oy]|

is also uniformly bounded. Besides, E||Wx||? = O ((Zf\il ﬂf’k + 2 (ij)ee a?j,k)), and
Bl i = 0 (I, B0 + L e alin™™) ). Hence, (4.12)-(4.15) im-
ply that E||©]|? In (1 + ||(:)k||2) is uniformly bounded. Note that

lim sup/ 161> dP
T keN J{||6k 12 >x}

1
< lim supi/
T—00 LN 111(1 + 1’) {Hék\|2>£}

E[[©4]21n (1 + [6x]2) =o.

10c12 1 (14 ©4]?) aP

< lim sup ——
T a0 ke§ In(1+ z)

Then, [|©4]|? is uniformly integrable. Hence, the theorem can be proved by Theorem
2.6.4 of [26] and Theorem 4.1. d

Remark 4.6. If (2.2) holds for any p > 0, then similar to Theorem 4.5, we can
prove the L™ convergence of Algorithm 3.2 for any positive integer r.

This manuscript is for review purposes only.
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Remark 4.7. Under finite data rate, existing literature [25, 35] focuses on the
mean square stability in terms of effectiveness, and gives the upper bounds of the
mean square estimation errors for corresponding algorithms. There are two impor-
tant breakthroughs in Theorems 4.1 and 4.5. Firstly, Theorem 4.5 shows that our
algorithm can not only achieve mean square stability, but also can achieve mean
square convergence. The mean square estimation errors of our algorithm can con-
verge to zero. Secondly, Theorem 4.1 shows that the estimates of our algorithm can
converge not only in the mean square sense, but also in the almost sure sense. The
almost sure convergence property can better describe the characteristics of a single
trajectory. When using our algorithm, there is no need to worry about the small
probability event that the estimation errors do not converge to zero, as it will not
occur almost surely.

4.2. Convergence rate. To quantitatively demonstrate the effectiveness, the
following theorem calculates the almost sure convergence rate of Algorithm 3.2.

THEOREM 4.8. In Algorithm 3.2, set o1 = %i,j;jl and Bk = ’621 with
i) aij1 =01 >0 forall (4,5) € €, and B;1 > 0 for alli € V;
i) 1/2 <75 <1 and vi; + ;5 < 1 for all (i,7) € €.
Then, under Assumptions 2.1, 2.3, 2.5, and 3.5, the almost sure convergence rate of
the estimation error for the sensor i is

0(&), if 2h — 2a > 1;
0ir =< O (=), 2h—2a=1; as.,

0(REE), ifoh—20<1,
where h = ming; jee (VTJ + ’yij), Xo(L) is defined in (4.6), &' ={(i,j) € € 1 vij+7ij =
1}, and

§(miniey Bi,1) ol
N if & =,
exp(—10ll1/b;5)

by ool
- e CIEVATy if & # 2.
2NnH?2(min;ey Bi,1)+NA2(L) (min(i,].)eg/ aij,l%) )

a = 02 (L) (minjey Bi,1) (min(i,j)ef’ Qi 1

ij

Proof. The key of the proof is to use Lemma A.4 in Appendix A. Here, we continue
to use the notations of Lg i, O, Hj, Hg x, ®, and Wy in the proof of Theorem 4.1.
Under the step-sizes in this theorem, by (4.7), one can get

- 1 _
(4.16) O = (INXn % (kHp,, + kLG @ s%@;j)) Ok_1 + Wg.

Since E [(éji’k — Gji,k(xj,k))ﬂfk,l} =0 (k%) almost surely, we have

1 1 1
2
E [HWHk‘fk_l] =0 (ka + kmin(i,j)es(ui_j"l‘z’hj)) =0 (k2h> , a.S.

Besides by (4.5), one can get

Lgr=0 !
Gk = Lming jyee (Vig+vig) )7 a-s-

Therefore, we have kHg , + kLg,r ® gokcpz =0 (klfmi“(iv-ﬂeg(”ii*%j)) almost surely.

This manuscript is for review purposes only.
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3
ming jyee (VTJ + 'Yij) < ming jyee (V5 + 7ij). Then, one can get h < 1 and

Firstly, we show that h < min {1, 3+2h =20 -mingi.jee iy 7)) } Note that h =

h< 1+4h < 3+2h—2 (1 — min(i7j)€g(Vij + 'Vij)) .
4 4
Secondly, we estimate the lower bound of - Zt henpt1 (tHpt + 1Lt @ o] ).
By (4.6) and (4.10), one can get

k k
> (tHpi+tlei@ppl) =2 Y. B =H>0, as,
t=k—np+1 t=k—np+1

where z; = min {ay;1, (i,7) € &; Bi1,i € V}. Then, by Lemma A4, O, = O (kw) for
some ¢ > 0 almost surely. Hence, by the Lagrange mean value theorem [41] and

Lemma A.1, we have g;;(&;5.1) — gij (¢ 0) = O (ﬁ) almost surely, which implies

— T — L.
exp (W> 1 116111 /bi; 1
(4.17) gi(&ij) > » +0 (kuuﬂb) > bk +0 (klliﬂr@b) ,a.8.

By Assumption 2.1, (4.17), and Lemma 5.4 of [36], it holds that

k
(418) Y (tHps +tLoe ® prp) )
t—k—np+1

2 Z (t]}]lg,t + R (In — Jn) ® 0ip] )

k k
> s . _ T
> Z (Iirélll}ﬁz,l) H, + (k—n;{{&l-llngtgk Rt) (In —JIN)® > o
t=k—np+1
k
= Z ((I}élélﬁ“) He + (k np+l<t<th> (Iy = Jn) @ In)
t=k—np+1

n_p5 (minjey B51) (Ming_ppi1<e<i Re)
T2NnH? (minjey Bi1) + N (ming_ppi1<i<i Ry

1
_npaINn-i-O(w/), a.s.,

)INna

o1y /v

for some 1)’ > 0, where Ry, = <m1n(”)€g aj, 1T”k1 Vij—Yij ( +0 (%))) A2(L)

and Jy is defined in (4.6).
Then, by (4.16) and Lemma A.4, we have

O(%), if 2h — 2a > 1;
ék = 0 (kh}r—l{c/z) ) if 2h — 2a = 15 a.s. O
o) (khl_nljg) . if2h—2a <1,

This manuscript is for review purposes only.
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516 Remark 4.9. Given v;; and v;;, an almost sure convergence rate of O (khv lf’l%) can

517 be achieved by properly selecting a;; 1, 3;,1 and b;;. Especially, when v;; =0, v;; =1,
518 and a is sufficiently large, Algorithm 3.2 can achieve an almost sure convergence rate of
519  O(y/Ink/k), which is the best one among existing literature [10, 12, 37] even without

520 datarate constraints. For comparison, He et al. [10] and Kar et al. [12] show that their
521 distributed estimation algorithm achieve a almost sure convergence rate of o (k=) for
522 some 7 € [0,1). Zhang and Zhang [37] prove that L 377 (|0 = o ((b(k)k)*/?)
523  almost surely for their algorithm, where b(k) is the step-size satisfying the stochastic
524 approximation condition Y po b(k) = 00, pob?(k) < co. The theoretical result
525 of Theorem 4.8 is better than these ones.  Our technique can be applied in the
526 almost sure convergence rate analysis of other distributed estimation algorithms. For
527 example, if the step-size b(t) in the distributed estimation algorithm (3) of [37] is
528 selected as % with sufficiently large 3, then by Lemma A.4, an almost sure convergence
529 rate of O(y/Ink/k) can also be achieved.

530 Remark 4.10. When v;; < 1 for some (i, j) € £, we have h = min; j)ee (% + fyij)
531 < 1. Therefore, the almost sure convergence rate of O(y/Ink/k) cannot be obtained.
532 This is because the communication frequency is reduced. Similar results can be seen
533 in [10]. The trade-off between the convergence rate and the communication cost is
534 discussed in Section 6.

535 5. Communication cost. This section analyzes the communication cost of Al-
536 gorithm 3.2 by calculating the average data rates defined in Definition 2.6.
537 Firstly, the local average data rates of Algorithm 3.2 are calculated.

538 THEOREM b5.1. Under the condition of Theorem 4.1, the local average data rate
539 By(k) = O (kulij) almost surely. Furthermore, if v;; = 0, then B;j(k) = 1. And, if
540 v;; > 0 and the step-sizes are set as Theorem 4.8 and a > h —1/2, then

541 B;j(k) < exp ({16, /b:;) +0 <k Ik ) , a.s.

(1 — l/ij)kl/ij h—1/24v;;

543 Proof. If v;; = 0, then Cj;, = 0. In this case, the sensor ¢ transmits 1 bit of
544 message to the sensor j at every moment almost surely, which implies B;;(k) = 1
545 almost surely. Therefore, it suffices to discuss the case of v;; > 0.

54

546 By the definition of (;;(k), we have (;;(k) is Fr-measurable, and
547 P{C;(k) =1} =F (X““ — C”J’”“) +F (_x’“ — CW“) :
ik — Cij —xik — Cyj

548 P{Ci;(k) =0} =1 — F <M> _F (Xkak) .
549 bij bij
550 Firstly, we estimate Zle E [C;;(t)|Fi—1]. By Theorem 4.1, x;, = @;—éi,k is uni-
551  formly bounded almost surely. Therefore, when k is sufficiently large,

xik — Cij —Xik — Cij
552 (5.1) E [¢i; (k)| Fe_1] =F <’“J’“> +F <W>
. _exp ((xik — Cijp)/bij) + exp ((=xik — Cij,r) /bij)

‘ B 2

554 _ P (xik/bis) + exp (=xin/big) _ (1 , as.
555 2kVii kvij

This manuscript is for review purposes only.
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Hence, E [(;;(k)|Fr—1] = O (27 for v;; > 0 almost surely, which implies

k

(5.2) > E[G (1) Fima] = O (k'79) , aus.

t=1

Secondly, we estimate Zle Cij(t) — E[Cij(t)|Fi—1]- Since v;; < % under the

= 2
condition of Theorem 4.1, 1 — vy; > 5 — %2, By E[(;(k)|Fr—1] = O (377) almost
surely and (;;(k) = 0 or 1, we have

E [1|Cij (k) — B [Cij (k)| Fra][I*| Fr—1]
<E (s (k) ~ E 2y (W Fimr))* | Fica

—

=E [(ij|Fi—1] — (B [ (k)| Fr-1])® = O (ki:) ;&S

Then, by Theorem 1.3.10 of [8], it holds that

k

(5:3) > () —E[C;(1)|Feal)

t=1

k
]' 1 Yij
=3 it ()~ ElGy (01 Fa]) = 0 (k15 Vinlnk)  as.
t=1

(5.2) and (5.3) imply Y25, Gij(t) = O(k*~¥i) almost surely. Therefore, B;;(k) =
0] (ku%]) almost surely.

If the step-sizes are set as Theorem 4.8 and a > h — 1/2, then by Theorem 4.8,
éi,k =0 (kvhlf‘lfz) almost surely for all ¢ € V. Then, by (5.1), we have

exp (||0]|; /bi; Vink
E[Ci; (k)| Fr-1] < (Ilk’JJl/ i) +0 <kh—1/2+w,-> , a.s.

Therefore, one can get

B;;(k) <

eXP(||9||1/bij)+O< vink ) a.s. o

(1 _ Vl])kV” kh71/2+1/i]’

Remark 5.2. By Theorem 5.1, the decaying rate of B;;(k) only depends on v;;.
Therefore, the operators of sensors ¢ and j can directly set and easily know the
decaying rate of B;;(k) before running the algorithm.

Remark 5.3. The noise coefficient b;; influences the almost sure convergence rate

and the average data rate. By Theorem 4.8, an almost sure convergence rate of

O (khV 1,‘1%) can be achieved when 2h — 2a < 1, where a is a function of b;;. By

Theorem 5.1, the upper bound of B;;(k) is monotonically non-increasing with b;;.
Therefore, increasing b;; while maintaining 2h —2a < 1 can reduce the communication
cost without losing the almost sure convergence rate.

Then, we can estimate the global average data rate.

THEOREM 5.4. Under the condition of Theorem 4.1, the global average data rate
B(k) =0 (k%) almost surely, where v = ming jeg Vij-

This manuscript is for review purposes only.
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Proof. The theorem can be proved by Theorem 5.1 and B(k) = W 0

Remark 5.5. If the step-sizes are set as Theorem 4.8 and a > h — 1/2, the upper

bound of global average data rate B(k) can also be obtained by Theorem 5.1 and
e Bii(k
B(k) = E@,J)QEAZ i ).

6. Trade-off between convergence rate and communication cost. In Sec-
tions 4 and 5, we quantitatively demonstrate the effectiveness of Algorithm 3.2 by the
almost sure convergence rate and the communication cost by the average data rates.
This section establishes the trade-off between the convergence rate and the commu-
nication cost.

By Theorem 4.8, the convergence rate of Algorithm 3.2 is influenced by the se-
lection of step-sizes oj i and B; . The following theorem optimizes almost sure
convergence rate by properly selecting the step-sizes.

THEOREM 6.1. In Algorithm 3.2, set v;; € [0, %) Then, under the condition of

Theorem 4.1, there exist step-sizes ayj i, and B; 1 such that é“@ =0 (kl/i %) almost

surely, where U = max; jyeg Vij-

Proof. Set v;j = 1—v;;. Then, h in Theorem 4.8 equals to 1 — /2. Besides, when
ai;1 and ;1 are sufficiently large, @ in Theorem 4.8 is larger than 2h — 1. Then, the
theorem can be proved by Theorem 4.8. ]

Remark 6.2. The proof of Theorem 6.1 provides a selection method to optimize
the convergence rate of the algorithm.

Theorem 6.1 shows that when properly selecting the step-sizes, the key factor to
determine the almost sure convergence rate of Algorithm 3.2 is the event-triggered
coefficient v;;. The optimal almost sure convergence rate of Algorithm 3.2 gets faster
under smaller v;;.

On the other hand, Theorem 5.1 shows that v;; is the decaying rate of the local
average data rate for the communication channel (4,5) € £. Theorem 5.4 shows that
v = min; jeg V45 is the decaying rate of the global average data rate. Therefore, the
average data rates of Algorithm 3.2 get smaller under large v;;.

Therefore, there is a trade-off between the convergence rate and the communi-
cation cost. The operator of each sensor ¢ can decrease v;; of the adjacent commu-
nication channel (¢,j) € £ for a better convergence rate, or increase v;; for a lower
communication cost.

7. Simulation. This section gives a numerical example to illustrate the effec-
tiveness and the average data rates of Algorithm 3.2.

Consider a network with 8 sensors. The communication topology is shown in
Figure 1. a;; = 1if (4,5) € £, and 0, otherwise. For the sensor i, the measurement
matrix H;, = [1 0] if 4 is odd, and [O 1] if 7 is even. The observation noise
wj , is i.i.d. Gaussian with zero mean and standard deviation 0.1. The true value
o=[1 —1]".

In Algorithm 3.2, set b;; = % and v;; = i. The step-sizes oy = 1&% and
Bix = 2. Figure 2 shows the trajectory of = valeélkHQ, which demonstrates the
convergence of Algorithm 3.2.

To show the balance between the convergence rate and the communication cost,
set b;; = %, vi; =v =0, %, %, %, %, and the step-sizes o1 = kl% and B; 1 = % The
simulation is repeated 50 times. Denote éi . as the estimation error of the sensor 4
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Fic. 1. Communication topology.

A

0 500 1000 1500 2000
k

F1G. 2. The trajectory of % ZfV:1||é,,k||2

at time k in the ¢-th run. Figure 3 depicts the log-log plot of + ZZJ\;lHékaQ, which
demonstrates that the convergence rate is faster under a smaller v. Figure 4 shows
the log-log plot of B(k), which illustrates that the global average data rate is smaller
under a larger v. Figures 3 and 4 reveal the trade-off between the convergence rate
and the data rate.

—h—v =4/9 N

In(k) In(k)

F1c. 3. Convergence rates with different v F1G. 4. Average data rates with different v

Figures 5 and 6 compare Algorithm 3.2 with the single bit diffusion algorithm
[25] and the distributed least mean square (LMS) algorithm [35], which demonstrates
that Algorithm 3.2 can achieve higher estimation accuracy at a lower communication
data rate compared to the algorithms in [25, 35].

8. Conclusion. This paper considers the distributed estimation under low com-
munication cost, which is described by the average data rates. We propose a novel
distributed estimation algorithm, where the SC consensus protocol [14] is used to
fuse neighborhood information, and a new stochastic event-triggered mechanism is
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Ao
—e— SC-based distributed estimation algorithm with v = 0

— 2l —a— SC-based ibuted estimation algorithm with v = 1/5

El —a—Single bit diffusion algorithm [25]

= Distributed LMS algorithm with K = 1 [35]

= 0 —#— Distributed LMS algorithm with K = 10 [35]

k %10

Fic. 5. The trajectories of In (ﬁ Zi’gl iV:1||éf,kH2> or different algorithms

—o—SC-based distributed estimation algorithm with v = 0
3 —a—SC-based distributed estimation algorithm with v = 1/5
—a—Single bit diffusion algorithm [25]
Distributed LMS algorithm with K = 1 [35]
—#— Distributed LMS algorithm with K = 10 [35]
~2F
Q
7
= qt
0
e & & o
I I L I I . L . I )

k x10%

FiG. 6. Average data rates for different algorithms

designed to reduce the communication frequency. The algorithm has advantages both
in the effectiveness and communication cost. For the effectiveness, the estimates of the
algorithm are proved to converge to the true value in the almost sure and mean square
sense, and polynomial almost sure convergence rate is also obtained. For the commu-
nication cost, the local and global average data rates are proved to decay to zero at
polynomial rates. Besides, the trade-off between convergence rate and communication
cost is established through event-triggered coefficients. A better convergence rate can
be achieved by decreasing event-triggered coefficients, while lower communication cost
can be achieved by increasing event-triggered coeflicients.

There are interesting issues for future works. For example, how to extend the re-
sults to the cases with more complex communication graphs, such as directed graphs
and switching graphs? Besides, Gan and Liu [7] consider the distributed order esti-
mation, and Xie and Guo [36] investigate distributed adaptive filtering. These issues
also suffer the communication cost problems. Then, how to apply our technique to
these works to save the communication cost?

Appendix A. Lemmas.

LEMMA A.1. Let f() be the density function of Lap(0,1). Given Cy = vblnk
with v > 0 and b > 0, and a compact set X, we have infycx ren %f((x— Ck)/b) > 0.

Proof. 1f v = 0, then Cj, = 0 for all k. Therefore, infyex ken 7 .f(x/b) > 0 by the
compactness of X.
If v > 0, then limg_, o, Cx = 0o, which together with the compactness of & implies
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that there exists kg such that x — Cj < 0 for all x € X and k > ky. Hence,

. kY r—Cr\ . k¥ (z—vblnk)/b _ L minx/o
xG)i'I,lkukg ?f < b > zeX, kf>k0 % DT > 0.

Besides by the compactness of X, one can get inf, ¢y %f((x — Cj)/b) > 0 for all

k < ko. The lemma is proved. ]
LEMMA A.2. If positive sequence {z} satisfies > poq 2p = 00 and zp+1 = O(z),
then for any l € {1,...,n}, Z;il Min,, (1) fi<t<ng+i 2t = 0O.
Proof. Set z = sup {1, Z’fz:l,k: € N} < 00. Then, z; > z’“% Therefore,
i min Z>Z th ! i Z), = 00. O
= n(a—1)+I<t<ng+ nq+l<t<n(Q+1)+l zZ2n T pz2n e
LEMMA A3. o) In(14+2+y) <In(l+z)+In(1+y) for all z,y > 0;
b)In(1+ ) —In(1+y) < 77 for all x,y = 0;
c)%<1forallxy>0
d) sup,~ m(ijz) < oo for all p € (0,1].

Proof. a), b) and c¢) can be proved by In(1 + z +y) < In((1+z)(1+y)) =
In(1 + z) + In(1 + y), Proposition 5.4.6 of [41] and the Lagrange mean value theorem
[41], respectively. For d), if p = 1, then we have sup,> 1n(1+x> < 1. If p € (0,1),

then 1 > x5 > 0 such that In(1 + 2) < 2P for all z € (0, :cQ) U (x1,00). Therefore,

SUP,>( ln(ijz) < max {supgc,e[gc2 ] ln(Hr),l} < 0. o

LEMMA A.4. Assume that
i) {Fr} is a o-algebra sequence satisfying Fr—1 C Fi for all k;
ii) {Ur} is a matriz sequence satisfying that Uy, is F_1-measurable, U, = O (k")
for some 0 < p < % almost surely, Uy, + U] is positive semi-definite for all k,
and

k
(A1) — > u+v/ >al,
t=k—p+1

for somep € N, a >0 and all k € N almost surely;
iii) {Wx, Fi} is a martingale difference sequence such that E || ||?| Fr—1= O ()
almost surely for some p > 2 and % < h < min{1, W};
i) {Xk, Fr} is a sequence of adaptive random variables;

v) There exists ¢ > 1 almost surely such that

U 1
(A.2) X = (In -t 40 ()) X1 + Wi
k ke
Then,
0(&), if 2h — 2a > 1;

X = O (kf}r—lf/2> ) Zf 2h —2a = 1a a.s.
0( Vlnl’fz), if 2h — 2a < 1,
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704 Proof. Denote U; = % Then, by (A.2),

705 E [IIXkIIZ‘ka}

. 1 s 2 1

;8(7) = (1 + 0] (kmln{c,22u}>> ||Xk71|| EX,C 1Uka; 1+ 0] <k2b> a.s.

708 Hence, by Theorem 1.3.2 of [8], we have ||X;|® converges to a finite value almost
709 surely, which implies the almost sure boundedness of Xj.

710 We estimate the almost sure convergence rate of X; in the following two cases.
711 Case 1: 2h — 2a > 1. In this case, we have

712 (A.3) ]E[(kﬂ)?“\\xku \Fk 1}

1 o . 2 1
1 + (kmln{c 2— 2#})) k ||Xk71|| kl—2a Xk 1kak 1+0 <k2h—2a)

. 2, 2 2
(1+0(,€mm{c2 ) ) Rl 2 IRl KL Ok
+

715 @) ( ) , a.s.
716 f2h—2a

Next, we will prove that supycy Zle (tﬁ—‘;a X1 |)® — tl,%lell_]txtq) < oo almost
surely. Note that 1 — 2a > 2 — 2h > 0. Then, by (A.1), one can get

k
266 2 2
719 (A.4) Z(M Xl = 5= e SR O 1)

-~
-~

=~
oo

t=1
L%J_l pr+p
2a 2 1
720 < Z Z (tl2a Xe—1* — prp= e K11 UeKeo 1) +O<k1 2a>
r=0 t=pr+1
L%J_l 9 pr+p L -1
9 _
721 < (TR > (a||xH|| _xttlutxt,l) Zo( )+o<1)
r=0 t=pr+1
Lﬂ*l 92 pr+p
722 < e > (X1 UKpripo1 — X UK 1)
- 1-2 pr+p—1-t4pr+p—1 t—1YtAt—1
r=0 (pT +p) ¢ t=pr+1
51—t %, pr+p ,
- 2
723 X o 2 (el = ) +0 1)
724 r=0 t=pr+1
725 Besides,
pr+p
726 (A.5) > (K1 UXprp1 — X UiXe )
t=pr+1

pr+p pr+p—1

727 = Z Z (X[ 0.% — X 0%1)

t=pr+1 =t

pr+p pr+p—1 7 1 ~
™8 =y Z <2wl Us ( w7 0 <Z)> X1 +watwl> +0 (), as.

729 t=pr+l I=
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When t € {pg+1,...,pg+1} and I = {¢,...,pr +p — 1}, it holds that

4 _ U 1 1
250t (In— 7 +0 (| | X1 =0 T+0—2a—p | °
(pr +p) l l l r

Note that 1+h—2a — p > 2h —2a — p > 5. Then, by Theorem 1.3.10 of [8], we have
(A 6)

L pr+p pr4p—1 , 4 B 7, 1
Z Z Z l W (prﬂ))lZalbUt (In - 7 + 0] <IC>)X1_1>: 0(1)7 a.s.

r=0 t=pr+1 I=t

Additionally, by 1 4+2b—2a — 4 > 2 — > 1 and Theorem 1.3.9 of [8] with a = 1,

311 prap 9 pr+p—1
—_— ARTAY
Z -2 Z R
r=0 t=pr+1 (p?‘ +p) ¢ 1=t
L%J*l pr+p pr+p—1 9
_ 2b—p (1T 5 Tr
- Z Z Z (pr + p)L- 2a42b—p -t H(wl Uy — ]E[wl Utwl|]:l—1])
r=0 t=pr+1 I=t
LE1=1 prip 9 pr+p—1
T _
+ Y Z T > EW Uw|F] =0(1), as.,
r=0 t=pr+1 =t
which together with (A.5) and (A.6) implies that
L5311 9 pr+p
T g T g
Yo ——5 Y (K1 UiKprapo1 — X UiXe1) = O(1), aus.
r=0 (p?’ +p) ¢ t=pr+1
Similarly, one can get
L%J_l 2, pr+p ) )
e > (el = i ]?) = O(1), as.
r=0 (pT + p) ¢ t=pr+1
Then, by (A.4), we have
"\ [ 2a 2
2
(A.7) > (tl_%|xt1|| e X UK 1) < 00, as.,

t=1

Given SO > 07 deﬁne Sk = SO — Zle (92—7012(1 ||Xt_1||2 — E,%Xz_lﬁtxt_l) and
Vi = (k +1)2 ||X4||* 4 Si. Hence by (A.3), we have

1 1
E [Vi|Fr-1] < (1 +0 (kmin{c72—2u}>) Vi1 + O <k2h2a> , a.s.

Then, define kg = inf{k : S, < 0}. We have
E [Vinin{k.xo} | Fr—1]

1 1
Vo Lo <k} + (1 +0 (krnn{z_%})) Vi-1l{y>ky + O <k2h2a)

1 1
< (1 +0 (]gmm{c,22u})> Vimin{k—1x0} T 0 (W’) :
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By Theorem 1.3.2 of [8], Viningrx,) converges to a finite value almost surely. Note
that Vi = Vinin{rx,) in the set

k
. 2a 2
{kO = OO} = {ll’éfsk > 0} = { E <t12a th—1||2 = 2aXt 1Utxt 1) < So} .

t=1

Then, by the arbitrariness of Sy and (A.7), Vi, converges to a finite value almost surely,

which implies the almost sure boundedness of (k + 1)2® ka||2 Hence, one can get
X, =0 (iTa) almost surely.
Case 2: 2h —2a < 1. In this case, we have

(A8) E {

(k+1)*h—1
(e 7 |

2h —

8

1 k‘2h 1
- X
k + 0 (kmln{c,Q—Qu})) (11’1 k)2 || k— 1||

2 S 1
TR ()2 Rk © k(I k)2
1 k2h 1 2 2a 2
< (1 +0 (kmin{c,Q—Qu})) (k)2 R [I” + T (k) PO
2

S —— T + O ; a.s
220 (In )2 TR k(nk)Z)

Then, similar to the case of 2h — 2a > 1, we have X, = O (

Ink

W) almost surely.

We further promote the almost sure convergence rate for the case of 2h — 2a < 1.
Since X = O (kh“jif/z) almost surely, one can get

(A9)  (k+ 1" |xe)”

2h —
<K ) 20k + 1) (I" ?+O (k)> oo+ e el

2

- RO+ (b4 DM (P - B | 7) + 0 (4 ).

By Theorem 1.3.10 of [8], it holds that

t=1

:i((t +1)hw,) " (2(t + 1)kt (In — % +0 (;)) Xt—l)
=0(1) +o (f: tz_l%||xt||2> , a.s.

k U 1
> o2+ 1) (In - % +0 <tc)> X1

t=1

By Theorem 1.3.9 of [8] with @ = 1, one can get

k

D+ D — E (|| Fr-1])

o
= |l

_

=3+ 12 (W — B [[W]]Fia]) - —— = O(nk), as

~+

—

t+1
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Similar to (A.7), we have

2
Z(tQ Ko — = s XU 1) <o(lnk), as

Hence, by (A.9),

(k + 1% % ]”

k —
U 1
<%l + ) 2t + 1)* /] <In - ?t +0 <t)> X1

t=1

1+2a—2h 2
*Z $2—2h [P 1” +Z<t2 2h [[Xe— 1” 2= zhxt 1UeXe - 1)

3 )P (W E [ F]) + On )
=1

k k
1 2 1 2
<o > = 1%el” ) = (1420 —2h) > = 1%:]” + O(nk) = O(Ink), as
t=1 t=1
which implies X = O ( -1z Mink /2) The lemma is thereby proved. 0
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